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library(caret)

## Loading required package: ggplot2

## Warning: package 'ggplot2' was built under R version 4.3.2

## Loading required package: lattice

library(class)

## Warning: package 'class' was built under R version 4.3.2

library(ISLR)   
library(dplyr)

##   
## Attaching package: 'dplyr'

## The following objects are masked from 'package:stats':  
##   
## filter, lag

## The following objects are masked from 'package:base':  
##   
## intersect, setdiff, setequal, union

library(fastDummies)

## Warning: package 'fastDummies' was built under R version 4.3.2

## Thank you for using fastDummies!

## To acknowledge our work, please cite the package:

## Kaplan, J. & Schlegel, B. (2023). fastDummies: Fast Creation of Dummy (Binary) Columns and Rows from Categorical Variables. Version 1.7.1. URL: https://github.com/jacobkap/fastDummies, https://jacobkap.github.io/fastDummies/.

##   
## Attaching package: 'dplyr'  
## The following objects are masked from 'package:stats':  
##   
## filter, lag  
## The following objects are masked from 'package:base':  
##   
## intersect, setdiff, setequal, union  
  
  
  
BankData <- read.csv("C:/Users/mamid/Downloads/UniversalBank (1).csv")  
BankData$Personal.Loan<-factor(BankData$Personal.Loan,levels=c('0','1'),labels=c('No','Yes'))  
summary(BankData)

## ID Age Experience Income ZIP.Code   
## Min. : 1 Min. :23.00 Min. :-3.0 Min. : 8.00 Min. : 9307   
## 1st Qu.:1251 1st Qu.:35.00 1st Qu.:10.0 1st Qu.: 39.00 1st Qu.:91911   
## Median :2500 Median :45.00 Median :20.0 Median : 64.00 Median :93437   
## Mean :2500 Mean :45.34 Mean :20.1 Mean : 73.77 Mean :93153   
## 3rd Qu.:3750 3rd Qu.:55.00 3rd Qu.:30.0 3rd Qu.: 98.00 3rd Qu.:94608   
## Max. :5000 Max. :67.00 Max. :43.0 Max. :224.00 Max. :96651   
## Family CCAvg Education Mortgage Personal.Loan  
## Min. :1.000 Min. : 0.000 Min. :1.000 Min. : 0.0 No :4520   
## 1st Qu.:1.000 1st Qu.: 0.700 1st Qu.:1.000 1st Qu.: 0.0 Yes: 480   
## Median :2.000 Median : 1.500 Median :2.000 Median : 0.0   
## Mean :2.396 Mean : 1.938 Mean :1.881 Mean : 56.5   
## 3rd Qu.:3.000 3rd Qu.: 2.500 3rd Qu.:3.000 3rd Qu.:101.0   
## Max. :4.000 Max. :10.000 Max. :3.000 Max. :635.0   
## Securities.Account CD.Account Online CreditCard   
## Min. :0.0000 Min. :0.0000 Min. :0.0000 Min. :0.000   
## 1st Qu.:0.0000 1st Qu.:0.0000 1st Qu.:0.0000 1st Qu.:0.000   
## Median :0.0000 Median :0.0000 Median :1.0000 Median :0.000   
## Mean :0.1044 Mean :0.0604 Mean :0.5968 Mean :0.294   
## 3rd Qu.:0.0000 3rd Qu.:0.0000 3rd Qu.:1.0000 3rd Qu.:1.000   
## Max. :1.0000 Max. :1.0000 Max. :1.0000 Max. :1.000

dummy\_BankData <- dummy\_columns(BankData, select\_columns = 'Education')  
modified\_BankData <- select(dummy\_BankData,Age,Experience,Income,Family,CCAvg,Education\_1,Education\_2,Education\_3,Mortgage,Personal.Loan,Securities.Account,CD.Account,Online,CreditCard)  
modified\_BankData <- modified\_BankData %>% relocate(Personal.Loan,.after=last\_col())

set.seed(1)  
Train\_Index <- sample(row.names(modified\_BankData), .6\*dim(modified\_BankData)[1])  
Val\_Index <- setdiff(row.names(modified\_BankData), Train\_Index)  
Train\_Data <- modified\_BankData [Train\_Index,]  
Validation\_Data <- modified\_BankData [Val\_Index,]  
summary(Train\_Data)

## Age Experience Income Family   
## Min. :23.00 Min. :-3.00 Min. : 8.00 Min. :1.000   
## 1st Qu.:36.00 1st Qu.:10.00 1st Qu.: 39.00 1st Qu.:1.000   
## Median :45.00 Median :20.00 Median : 63.00 Median :2.000   
## Mean :45.43 Mean :20.19 Mean : 73.08 Mean :2.388   
## 3rd Qu.:55.00 3rd Qu.:30.00 3rd Qu.: 98.00 3rd Qu.:3.000   
## Max. :67.00 Max. :43.00 Max. :224.00 Max. :4.000   
## CCAvg Education\_1 Education\_2 Education\_3   
## Min. : 0.000 Min. :0.0000 Min. :0.000 Min. :0.0000   
## 1st Qu.: 0.700 1st Qu.:0.0000 1st Qu.:0.000 1st Qu.:0.0000   
## Median : 1.500 Median :0.0000 Median :0.000 Median :0.0000   
## Mean : 1.915 Mean :0.4173 Mean :0.285 Mean :0.2977   
## 3rd Qu.: 2.500 3rd Qu.:1.0000 3rd Qu.:1.000 3rd Qu.:1.0000   
## Max. :10.000 Max. :1.0000 Max. :1.000 Max. :1.0000   
## Mortgage Securities.Account CD.Account Online   
## Min. : 0.00 Min. :0.0000 Min. :0.00000 Min. :0.0000   
## 1st Qu.: 0.00 1st Qu.:0.0000 1st Qu.:0.00000 1st Qu.:0.0000   
## Median : 0.00 Median :0.0000 Median :0.00000 Median :1.0000   
## Mean : 57.34 Mean :0.1003 Mean :0.05367 Mean :0.5847   
## 3rd Qu.:102.00 3rd Qu.:0.0000 3rd Qu.:0.00000 3rd Qu.:1.0000   
## Max. :635.00 Max. :1.0000 Max. :1.00000 Max. :1.0000   
## CreditCard Personal.Loan  
## Min. :0.0000 No :2725   
## 1st Qu.:0.0000 Yes: 275   
## Median :0.0000   
## Mean :0.2927   
## 3rd Qu.:1.0000   
## Max. :1.0000

columnsare <-c(1,2,3,4,5,9)  
BankData\_norm <- modified\_BankData  
train\_norm <- Train\_Data  
valid\_norm <- Validation\_Data  
norm\_values <- preProcess(Train\_Data[,columnsare], method=c("center","scale"))

#putting the normalized data back into the dataframes  
train\_norm [, columnsare] <-predict(norm\_values,Train\_Data[,columnsare])  
valid\_norm [, columnsare] <-predict(norm\_values,Validation\_Data[,columnsare])  
summary(train\_norm)

## Age Experience Income Family   
## Min. :-1.97257 Min. :-2.03718 Min. :-1.4240 Min. :-1.2058   
## 1st Qu.:-0.82922 1st Qu.:-0.89531 1st Qu.:-0.7457 1st Qu.:-1.2058   
## Median :-0.03767 Median :-0.01695 Median :-0.2206 Median :-0.3368   
## Mean : 0.00000 Mean : 0.00000 Mean : 0.0000 Mean : 0.0000   
## 3rd Qu.: 0.84183 3rd Qu.: 0.86141 3rd Qu.: 0.5452 3rd Qu.: 0.5321   
## Max. : 1.89723 Max. : 2.00328 Max. : 3.3022 Max. : 1.4010   
## CCAvg Education\_1 Education\_2 Education\_3   
## Min. :-1.1059 Min. :0.0000 Min. :0.000 Min. :0.0000   
## 1st Qu.:-0.7016 1st Qu.:0.0000 1st Qu.:0.000 1st Qu.:0.0000   
## Median :-0.2396 Median :0.0000 Median :0.000 Median :0.0000   
## Mean : 0.0000 Mean :0.4173 Mean :0.285 Mean :0.2977   
## 3rd Qu.: 0.3380 3rd Qu.:1.0000 3rd Qu.:1.000 3rd Qu.:1.0000   
## Max. : 4.6700 Max. :1.0000 Max. :1.000 Max. :1.0000   
## Mortgage Securities.Account CD.Account Online   
## Min. :-0.5679 Min. :0.0000 Min. :0.00000 Min. :0.0000   
## 1st Qu.:-0.5679 1st Qu.:0.0000 1st Qu.:0.00000 1st Qu.:0.0000   
## Median :-0.5679 Median :0.0000 Median :0.00000 Median :1.0000   
## Mean : 0.0000 Mean :0.1003 Mean :0.05367 Mean :0.5847   
## 3rd Qu.: 0.4423 3rd Qu.:0.0000 3rd Qu.:0.00000 3rd Qu.:1.0000   
## Max. : 5.7216 Max. :1.0000 Max. :1.00000 Max. :1.0000   
## CreditCard Personal.Loan  
## Min. :0.0000 No :2725   
## 1st Qu.:0.0000 Yes: 275   
## Median :0.0000   
## Mean :0.2927   
## 3rd Qu.:1.0000   
## Max. :1.0000

Training\_knn\_predictors <- train\_norm[, 1:13]  
Training\_knn\_success <-train\_norm [,14]  
valid\_knn\_predictors <- valid\_norm[, 1:13]  
valid\_knn\_success <-valid\_norm[,14]  
knn\_results <- knn (train=Training\_knn\_predictors, test=valid\_knn\_predictors, cl=Training\_knn\_success, k=1, prob=TRUE)  
confusionMatrix(knn\_results,valid\_knn\_success, positive="Yes")

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction No Yes  
## No 1776 59  
## Yes 19 146  
##   
## Accuracy : 0.961   
## 95% CI : (0.9516, 0.9691)  
## No Information Rate : 0.8975   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.768   
##   
## Mcnemar's Test P-Value : 1.006e-05   
##   
## Sensitivity : 0.7122   
## Specificity : 0.9894   
## Pos Pred Value : 0.8848   
## Neg Pred Value : 0.9678   
## Prevalence : 0.1025   
## Detection Rate : 0.0730   
## Detection Prevalence : 0.0825   
## Balanced Accuracy : 0.8508   
##   
## 'Positive' Class : Yes   
##

Customer\_sid = data.frame(Age = as.integer(40), Experience = as.integer(10), Income = as.integer(84), Family = as.integer(2), CCAvg = as.integer(2), Education1 = as.integer(0), Education2 = as.integer(1), Education3 = as.integer(0), Mortgage = as.integer(0), Securities.Account = as.integer(0), CD.Account = as.integer(0), Online = as.integer(1), CreditCard = as.integer(1))

#load the data into a customertest dataframe.  
customer\_sid\_norm <- Customer\_sid  
customer\_sid\_norm[, columnsare]<-predict(norm\_values,Customer\_sid[,columnsare])

set.seed(400)  
customer\_sid\_knn <- knn(train=Training\_knn\_predictors, test=customer\_sid\_norm,cl=Training\_knn\_success,k=1, prob=TRUE)   
#calculate knn for customer.  
head(customer\_sid\_knn)

## [1] No  
## Levels: No Yes

## [1] No  
## Levels: No  
  
#2. On our validation set, we will now evaluate the performance of our model with various k values in order to find the best k value.

Accuracy.df <- data.frame(k = seq(1,14,1), accuracy = rep(0 , 14))  
#Now we will make a table with all of the k and their accuracies from 1 to 14.  
for(i in 1:14){  
 knn\_predictor <- knn(Training\_knn\_predictors,valid\_knn\_predictors, cl=Training\_knn\_success,k=i)  
Accuracy.df[i,2] <- confusionMatrix(knn\_predictor, valid\_knn\_success)$overall[1]  
 }  
Accuracy.df

## k accuracy  
## 1 1 0.9610  
## 2 2 0.9585  
## 3 3 0.9620  
## 4 4 0.9595  
## 5 5 0.9580  
## 6 6 0.9550  
## 7 7 0.9545  
## 8 8 0.9515  
## 9 9 0.9540  
## 10 10 0.9520  
## 11 11 0.9525  
## 12 12 0.9515  
## 13 13 0.9505  
## 14 14 0.9480

## k accuracy  
## 1 1 0.9610  
## 2 2 0.9545  
## 3 3 0.9620  
## 4 4 0.9550  
## 5 5 0.9580  
## 6 6 0.9495  
## 7 7 0.9545  
## 8 8 0.9485  
## 9 9 0.9540  
## 10 10 0.9505  
## 11 11 0.9520  
## 12 12 0.9470  
## 13 13 0.9510  
## 14 14 0.9445  
plot(x=Accuracy.df$k, y=Accuracy.df$accuracy, main="Accuracy vs K", xlab="k",ylab="accuracy")

![](data:image/png;base64,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)

which.max(Accuracy.df$accuracy)

## [1] 3

customer\_knn3 <- knn(train=Training\_knn\_predictors, test=customer\_sid\_norm,cl=Training\_knn\_success,k=3, prob=TRUE)  
head(customer\_knn3)

## [1] No  
## Levels: No Yes

knn\_k3 <- knn(train = Training\_knn\_predictors,test=valid\_knn\_predictors,cl=Training\_knn\_success,k=3, prob=TRUE)  
confusionMatrix(knn\_k3,valid\_knn\_success,)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction No Yes  
## No 1792 73  
## Yes 3 132  
##   
## Accuracy : 0.962   
## 95% CI : (0.9527, 0.9699)  
## No Information Rate : 0.8975   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.7567   
##   
## Mcnemar's Test P-Value : 2.476e-15   
##   
## Sensitivity : 0.9983   
## Specificity : 0.6439   
## Pos Pred Value : 0.9609   
## Neg Pred Value : 0.9778   
## Prevalence : 0.8975   
## Detection Rate : 0.8960   
## Detection Prevalence : 0.9325   
## Balanced Accuracy : 0.8211   
##   
## 'Positive' Class : No   
##

set.seed(500)  
Train\_Index <- sample(row.names(modified\_BankData), .5\*dim(modified\_BankData)[1])#create train index  
Val\_Index <- sample(setdiff(row.names(modified\_BankData),Train\_Index),.3\*dim(modified\_BankData)[1])#create validation index  
Test\_Index =setdiff(row.names(modified\_BankData),union(Train\_Index,Val\_Index))#create test index  
#load the data  
Train\_Data <- modified\_BankData [Train\_Index,]  
Validation\_Data <- modified\_BankData [Val\_Index,]  
Test\_Data <- modified\_BankData [Test\_Index,]

#normalize the quantitative data  
norm\_values3 <- preProcess(modified\_BankData [,columnsare], method=c("center", "scale"))  
train\_norm\_df3 = Train\_Data  
val\_norm\_df3 = Validation\_Data  
test\_norm\_df3 = Test\_Data  
train\_norm\_df3[, columnsare] <- predict(norm\_values3, Train\_Data[, columnsare])  
val\_norm\_df3[, columnsare] <- predict(norm\_values3, Validation\_Data[, columnsare])  
test\_norm\_df3[, columnsare] <- predict(norm\_values3, Test\_Data[, columnsare])  
#run knn for all 3  
knn\_training <- knn(train=train\_norm\_df3[,-14],test=train\_norm\_df3[,-14],cl=train\_norm\_df3[,14], k=3, prob=TRUE)  
knn\_validation<- knn(train=train\_norm\_df3[,-14],test=val\_norm\_df3[,-14],cl=train\_norm\_df3[,14],k=3, prob=TRUE)  
knn\_testing<- knn(train=train\_norm\_df3[,-14],test=test\_norm\_df3[,-14],cl=train\_norm\_df3[,14],k=3, prob=TRUE)  
#display the confusion matrices  
confusionMatrix(knn\_training,train\_norm\_df3[,14], positive="Yes")

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction No Yes  
## No 2274 50  
## Yes 2 174  
##   
## Accuracy : 0.9792   
## 95% CI : (0.9728, 0.9844)  
## No Information Rate : 0.9104   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.8589   
##   
## Mcnemar's Test P-Value : 7.138e-11   
##   
## Sensitivity : 0.7768   
## Specificity : 0.9991   
## Pos Pred Value : 0.9886   
## Neg Pred Value : 0.9785   
## Prevalence : 0.0896   
## Detection Rate : 0.0696   
## Detection Prevalence : 0.0704   
## Balanced Accuracy : 0.8880   
##   
## 'Positive' Class : Yes   
##

confusionMatrix(knn\_validation,val\_norm\_df3[,14], positive="Yes")

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction No Yes  
## No 1335 65  
## Yes 5 95  
##   
## Accuracy : 0.9533   
## 95% CI : (0.9414, 0.9634)  
## No Information Rate : 0.8933   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.7067   
##   
## Mcnemar's Test P-Value : 1.766e-12   
##   
## Sensitivity : 0.59375   
## Specificity : 0.99627   
## Pos Pred Value : 0.95000   
## Neg Pred Value : 0.95357   
## Prevalence : 0.10667   
## Detection Rate : 0.06333   
## Detection Prevalence : 0.06667   
## Balanced Accuracy : 0.79501   
##   
## 'Positive' Class : Yes   
##

confusionMatrix(knn\_testing,test\_norm\_df3[,14], positive="Yes")

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction No Yes  
## No 904 42  
## Yes 0 54  
##   
## Accuracy : 0.958   
## 95% CI : (0.9436, 0.9696)  
## No Information Rate : 0.904   
## P-Value [Acc > NIR] : 9.200e-11   
##   
## Kappa : 0.6992   
##   
## Mcnemar's Test P-Value : 2.509e-10   
##   
## Sensitivity : 0.5625   
## Specificity : 1.0000   
## Pos Pred Value : 1.0000   
## Neg Pred Value : 0.9556   
## Prevalence : 0.0960   
## Detection Rate : 0.0540   
## Detection Prevalence : 0.0540   
## Balanced Accuracy : 0.7812   
##   
## 'Positive' Class : Yes   
##